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Patented Apr. 21, 1970
as a means for providing an adaptive compression
3,508,152 pseudo-random noise processor for use in communication

ADAPTIVE COMPRESSION OF
COMMUNICATION SIGINALS
Wilford E. Sivertson, Jr., Rte. 3, Box 164,
Yorktown, Va. 23490
Filed QOct. 31, 1966, Sexr. No. 591,004
Int. CL H04b 1/66; H04n 7/00

US. CL 325—42 9 Claims

ABSTRACT OF THE DISCLOSURE

The invention consists of an improvement in a pulse
code modulated communication system of the type in
which pseudo-random noise is added to the transmitted
signal prior to transmission to achieve bandwidth com-
pression. In prior systems compression was limited to
positive integers and to one fixed value of compression,
set prior to use, and thereafter unalterable. The present
invention obtains positive mixed number compression
ratios as well as positive integer compression ratios. The
invention utilizes an adaptive variable resolution tech-
nique in which the compression ratios are automatically
changed as the quality of the transmitted signal changes
and in which a level of pseudo-random noise correspond-
ing to each compression ratio is added to the transmitted
signal prior to encoding.

The invention described herein was made by an em-
ployee of the United States Government and may be man-
ufactured or used by or for the Government for govern-
mental purposes without the payment of any royalties
thereon or therefor.

The invention relates generally to communication sys-
tems and more specifically concerns an improvement in
the efficiency of communications systems by employing
an adaptive variable resolution encoding technique.

This invention presents a technique designed to modify
and improve the operational capabilities of a known meth-=
od for reducing the channel capacity required for trans-
mitting a television signal. A method known to be ef-
fective in reducing the bandwidth required to transmit
pulse code modulated television employs the addition of
pseudo-random noise to a television signal. This noise
is added prior to encoding and transmission, and is re-
moved from the composite signal after reception. The
invention modifies the pseudo-random noise method by
employing a variable resolution, or word length, encoder
with means for adapting, in real time, the level of added
pseudo-random noise. The encoder resolution is made
variable by manually or automatically selecting the con-
version of a full scale analog input signal into a one
bit through an n bit digital word equivalent. The full
scale noise amplitude is adapted in a manner that will
make it equal to an amplitude that corresponds to the
instantaneous analog level represented by the weight of
the least significant bit position of the conversion.

Present pseudo-random mnoise methods of compression
limit the obtainable compression ratio (referenced to
straight PCM) to positive integers and restrict system
operation to one fixed value of compression that must be
set prior to its use in a communication link. This in-
vention provides a technique for obtaining compression
ratios that can be positive mixed numbers as well as posi-
tive integers. The invention also provides a means for
manually or automatically selecting a compression to
control the efficiency of a television communications
system to satisfy a variety of real-time operational con-
ditions.

The invention embodies the use of an adaptive variable
resolution, or variable word length, encoding technique
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systems. This processor can be used for reducing the
channel capacity required for transmitting picture or
television signals between two physically separated sta-

tions. A processor is required at the receiving station as |

well as at the transmitting station. These units differ
slightly and for convenience they will be referred to as
a pretransmission processor (PTP) and a post-reception
processor (PRP). The basic function of the PTP is to
add an adapted pseudo-random noise to picture data
and encode this combined signal by a variable resolution
encoder to generate a pulse coded picture plus noise sig-
nal. This signal is then used to modulate a transmitter
to satisfy the communication system {ransmission re-
quirements, The basic function of the PRP is to re-
move, after reception, the adapted pseudo-random noise
from the combined picture plus noise data after decoding
of the combined signal. Decoding is accomplished by a
variable resolution decoder.

The objects and advantages of this invention will fur-
ther become apparent hereinafter and in the drawings, in
which:

FIGS. 1 and 1a are a block diagram of a transmitting
system utilizing this invention;

FIG. 2 is a block diagram of a receiving system uti-
lizing this invention; and

FIGS. 3 and 34 are a block diagram of an adaptive
compression pseudo-random noise processor that con-
stitutes this invention.

In describing the embodiment of the invention illus-
trated in the drawings, specific terminology will be re-
sorted to for the sake of clarity; however, it is not in-
tended to be limited to the specific terms so selected,
and it is to be understood that each specific term includes
all technical equivalents which operate in a similar man-
ner to accomplish a similar purpose.

Turning now to the embodiment of the invention se-
lected for illustration, the number 11 in FIG. 1 designates
a picture or other data source which is scanned at a con-
stant rate. This is accomplished by an optic system in
conjunction with a flying spot scanner, vidicon, orthicon,
or etc., making up what is referred to as an image signal
generator 12. Generator 12 is controlled by deflection
drive and sync circuits 13 and a clock i4. The resulting
output signal from generator 12 is a continuous video
amplitude time history. The voltage amplitude varies with
picture spatial brightness as a function of scan position
and rate. This video signal is applied to the input of a com-
pensator 15 whose transfer function is such as to opti-
mize the signal to satisfy eye response characteristics, One
compensator characteristic approaching optimum results
is as follows: let X equal input signal to compensator and
Y equal output signal from compensator. The compen-
sator characteristics is to be such that: Y is equal to X
raised to the 14 power. After compensation the signal
has one level of pseudo-random noise added to it by a
summer 16, One level of pseudo-random noise will be de-
fined later in terms of encoder resolution. The composite
analog signal (compensated video plus pseudo-random
noise) is encoded by a variable resolution analog-to-digi-
tal converter 17 into a digital eguivalent. Variable resolu-
tion analog-to-digital converter 17 is capable of convert-
ing the voltage from summer 16 info a one through #
bit word as selected by a variable compression control gen-
erator 18. After analog-to-digital conversion, the digital
composite signal is placed in a buffer or temporary stor-
age unit 19. The output from buffer 19 is used to modu-
late a transmitter for satisfying the communication sys-
tem requirements.

A pseudo-random noise generator (PNG), 20, a PNG
sync generator 2% and a PNG digital-to-analog converter
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22 are required to produce a pseudo-random noise signal
which is applied to summer 16 to add to the video signal.
These units function together to generate a pseudo-ran-
dom noise signal having a predictable cycle at the proper
amplitude. The pseudo-random noise is generated in PNG
26 as a digital signal by a shift register equipped with
proper feedback and shifted at element rate. A register
of m bits is capable of generating a 2m—1 code word cycle.
PNG 20 is a conventional digital pseudo-random noise
generator and will therefore not be disclosed in detail in
this specification. PNG sync generator 21 is a digital
Tegister generating a pulse every time it receives 22 pulses
from clock 14, where g is a preselected constant deter-
mined from frame rate. g is selected so that generator 21
generates one pulse at least once per frame. This pulse
returns all register bit positions of the PNG 20 to a desired
common state, say logical “1”; and is also applied to sync
control circuits 23 to provide synchronization of infor-
mation.

The PNG digital-to-analog converter 22 decodes a num-
ber of PNG 28 register positions into an analog level re-
quired to add one level (full scale) of analog pseudo-
random noise to the compensated video signal. One level
of pseudo-random noise is determined by the selected
resolution of the variable resolution analog-to-digital con-
verter 7. This level is controlled by variable compression
control generator 18 which provides a digital input of one
through n lines to a reference voltage generator 24. Gen-
erator 24, which can be a digital-to-analog converter, es-
tablishes a full scale reference voltage that is utilized by
the PNG digital-to-analog converter 22. The amplitude
of this voltage corresponds to the magnitude represented
by the least significant bit position of the variable resolu-
tion analog-to-digital converter ¥7. In other words, the
level of the voltage produced by generator 24 corresponds
to the selected resolution of converter 17. The output from
generator 24 provides the PNG digital-to-analog converter
22 with the proper full scale voltage to allow it to
generate one level of pseudorandom noise.

The variable compression control generator 18 requires
four inputs in addition to its outputs that have been dis-
cussed, One input is from a total length generator 25, one
is from a variable resolution length generator 26, one is
from a compression input information generator 27, and
one is from clock 14. The variable compression control
generator 18 utilizes these inputs to select a digital output
that is applied to both the variable resolution analog-to-
digital converter 17 and the reference voltage generator
24. The total length generator 25, the variable resolution
generator 26, the compression input information set
generator 27, and the variable compression control gen-
erator 18 operate together to satisfy the following nor-
malized compression channel capacity equation:

CAPN=R1(1—;€>JF;€R2 1)

Where »n is the total length of a sequence, x is the total
number of elements in a sequence that are encoded at R,y
bits; (n~x) is the total number of elements in a sequence
that are encoded at Ry bits; Cypy, is @ normalized channel
capacity required to render the system capable of satis-
fying a given picture source entropy; R, is encoder word
length selection I; and R, is encoder word length selec-
tion 2.

Generator 25 supplies the n data o generator 18, gen-
erator 26 supplies the x data to generator 18, and gen-
erator 27 supplies the R, and R, data to generator 18.
Generator 27 also contfains logic circuitry for supplying
the n and x set data to generators 25 and 26. Generator

18 utilizes the » and x data to switch between Ry and R, at 7

the proper times.

The input to set generator 27 can be supplied from dif-
ferent sources. One source can be from a diagnostic
processor 28, another source can be from manual or pre-
set input control data that is applied to terminal 29, and
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a further source can be remote control data which is also
applied to terminal 29, The input to set generator 27 is
also applied to bufler 19 to be transmitied to the receiv-
ing station. Clock 14 produces four sources of pulses, One
at bit rate, one at the element rate, one at the line rate
and one at the frame rate. All of these sources of pulses
are applied to the deflection drive and sync circuits 13
and to the sync circuits 23. The pulses at the element rate
are applied to the PNG sync generator 24, the PNG 240,
the total length generator 28, the compression input in-
formation set generator 27 and the analog-to-digital con-
verter 30.

After reception and detection of the data transmitted
from buffer 19, it is separated by a sync separator 35 in
FIG. 2 into sync, timing and composite signal data. The
sync and timing data is then routed to deflection drive
and sync circuits 36 for controlling picture display or
recording equipment 37, a PNG 38, and a variable adap-
tive compression pseudo-random noise processor 38. The
composite signal is applied to the input of a variable
resolution digital-to-analog converter 40 where it is
decoded into an analog signal. At this point, the signal
is an analog voltage composed of compensated picture
data plus pseudo-random noise. This signal along with
a pseudo-random noise signal identical to the noise added
in the PTP are applied to the input of a subtractor 41.
Subtractor 41 satisfies the requirement of removing one
level of pseudo-random noise from the decoded com-
posite signal. The output from subtractor 41 is an analog
picture signal representative of the compensated picture
data generated in the PTP prior to the addition of the
pseudo-random noise. The output from subtractor 41
is applied to the input of a compensator 42 which pro-
duces an output representative of the picture data gen-
erated by image signal generator 12 in FIG, 1. Com-
pensator 42 has a characteristic such that X' is equal
to Y?! squared where Y?! is equal to input signal and X?
is equal to output signal. The output of compensator 42
is applied to display or recording equipment 37 where
it is displayed or recorded for future reconstruction and
display.

PNG 38, PNG digital-to-analog converter 43 and ref-
erence voltage generator 44 are identical to PNG 20,
PNG digital-to-analog converter 22 and reference volt-
age generator 24 in FIG. 1. This means that a noise sig-
nal identical to the one applied to summer 16 in FIG. 1
is applied to the subtractor 41 in FIG. 2. The adaptive
compression pseudo-random noise processor 39 performs
the same function as the generators 18, 25, 26 and 27
in FIG. 1. Variable resolution digital-to-analog converter
40 perform the inverse function performed by converter
17 in FIG. 1.

Referring now to FIGS. 3 and 3a, one possible em-
bodiment of the variable compression control generator
18, the total length generator 25, the variable resolution
length generator 26, the compression input formation
set generator 27, and the diagnostic processor 28 in
FIG. 1 will be described. Diagnostic processor 28 is a
general purpose computer which does three things. It
computes the information content of each picture to be
transmitted; it sets this computed information content
equal to Cpp, in Equation 1 above and computes the
values for Ry, Ry and K where K is equal to n divided
by x; and it compares successive values of these com-
puted Ry, Ry and K values and when there is a change,
it applies a clear and load signal to a seven bit storage
register 5%, This clear and load signal clears the register
and loads in the new values for R;, Ry, and K. As was
disclosed earlier, these Ry, R, and K values can be
supplied by the means other than the diagnostic processor
2&. However, for purposes of description, we will assume
that these values are supplied from the diagnostic proces-
sor 28.

The information content H of the picture that is to
be transmitted is computed by the following equation.
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H=— p; logs pi
g Toes 2

Where P; is the probability of the occurrence of the ith
event and M is the number of different events possible.

As an example, assume that M is equal to 4, p; is
equal to .25, py is equal to .5, p; is equal to .125 and
D4 is equal to .125. Then

H=—=—(.25 logy .25-+.5 logy .54.125 log
.1254-.125 log .125)=1.75 bits/element

It can be seen from this example that a statistical meas-
urement of source data can be used to compute the in-
formation content of the source.

To compute the probability of occurrence of each
event or grey tone, the diagnostic processor 28 contains
a counter for each event and also a counter to count
the total number of source elements for one complete
frame of information being transmitted. For example,
suppose that 16 different events or grey tones are being
transmitted, then there will be 16 counters needed to
count the number of occurrences of each of these events
and a counter for counting the total number of elements
in one complete frame of information. Thus, the ratio
of the count on each event counter to the count on the
total element counter is the probability of occurrence for
that particular event. When H is computed, it is set equal
to Capy in Equation 1. Then iterative solutions of the
resulting equation are made to establish proper values
for Ry, Ry, and K, where K is equal to n divided by x.
For this illustration Ry and R, will be allowed to take on
integer values from 1 to 4; K will be allowed to take an
integer value from 2 to 8; and x will be allowed to take
on integer values from 1 to 4. Hence, the value of R,
is represented by a two bit binary code, the value of Ry
is represented by a two bit binary code and the value of
K is represented by a three bit binary code. Diagnostic
processor 28, for this illustration, will produce the values
for Ry, Ry and K on seven lines which are applied to the
storage register 51. These lines are y, and yy which repre-
sent Ry; v; and y, which represent R, and K;, Ky and K3
which represent K. The computed values for Ry, R, and
K appear on lines y1, ¥2, ¥3, ¥4, Ky, Ky and X; as shown
on the following Maps 1, 2 and 3.

MAP 1
Code

Value of Ry A/D word length Line 1 Line y2
0 0
0 1
1 0
1 1

MAP 2

Code

Value of Re A/D word length Line y3 Line yg
0 0
0 1
1 0
1 1

MAP 3

K Code

Value of K Ky K s
0 0 1
0 1 0
0 1 1
1 0 4]
1 0 1
1 1 0
- 1 1 1

The 4/D word length appearing in Maps 1 and 2 is the
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resolution of A/D converter 17, For this illustration, it
is assumed that 4/D converter 17 has a maximum resolu-
tion of 4 bits. Diagonistic processor 28, in addition to
producing values for Ry, R, and K, compares values of Ry,
R, and K for successive pictures, and where there is a
change in their values, it produces a clear and load com-
mand signal which is applied to register 51. In response to
this signal register 51 unloads the old values of R, Ry
and K, and loads the new values.

The K;, ¥, and K; outputs from storage register 51
are inverted by inverters 52, 53, and 54, respectively.
These inverted values K;, K, and K; along with the values
Ky, K; and K; are applied to a decoder 55. A PNG x gen-
erator 56 produces a digital noise value on lines x;, 7
xy and @, that is changed each time a p; counter completes
one cycle coincident with an end of line signal. The x
generator data is then inserted into a line synchronization
pattern in a conventional PCM manner, and transmitted as
sync data. This is employed to synchronize the receiver
system to keep the x generator in both transmitter and
receiver systems in step. The x lines from generator 56
are decoded in a decoder 61 to generate e; values as shown
in Map 4.

MAP 4

Value of x

X1 Value of

oo
=1 t=]
>o oo

Generator 56 digital noise signals xy, x, @; and @, are
also applied to decoder 55. Digital pseudo-random noise
generators which will produce these four noise signals are
well known and therefore will not be disclosed in this
specification. Decoder 55 is nothing more than 19 “and”
gates with the inputs to the decoder 55 applied to these
“and” gates in accordance with the following Map §.

MAP 6
Cycles
zy ) Ky Ka K; Select Py length d;
0 0 0 0 1 Py 2 d,y
0 0 0 1 0 P 3 ds
0 0 0 1 1 P 4 ds
0 0 1 0 0 Py 5 dy
0 0 1 0 1 Ps 6 ds
0 0 1 1 0 Ps 7 ds
0 0 1 1 1 Py 8 dy
0 1 0 0 1 P; 4 ds
0 1 0 1 0 Py 6 ds
0 1 0 1 1 Py 8 dr
0 1 1 0 0 Pe 10 dyg
0 1 1 0 1 P 12 dig
0 1 1 1 0 Py 14 dn
0 1 1 1 1 Pz 16 diy
1 0 0 0 1 Py 6 d;
1 0 0 1 0 Py 9 dg
1 Q 0 1 1 Pu 12 dy
1 0 1 0 0 P2 15 dysg
1 0 1 0 1 Pus 18 dis
1 0 1 1 0 Pis 21 dis
1 0 1 1 i Py 24 dyr
1 1 0 1] 1 Pr 8 dy
1 1 0 1 0 Pio 12 dip
1 i 0 1 1 P 16 dis
1 1 1 4] 0 Pis 20 dys
i 1 1 0 1 Pir 24 diy
1 1 1 1 0 P 28 dig
1 1 1 1 1 P 32 dyp

The d; values are the outputs from the “and” gates in
decoder 55, the Py values are the selected counters from a
group of counters P; through Py, and the cycle length
values are the lengths of the counting cycles of the count-
ers. As an example as to how the inputs to decoder 55
are connected to the inputs of the different “and” gates,
consider the second “and” gate in decoder 55. It has the
lines X, X, Ky, K, and K; connected to it. If each of
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these lines has a logical “1” on it, the “and” gate produces
a logical “1” which appears on line dy and which selects
counter Py in a manner described below.

The output from each of the 19 “and” gates in the
decoder 55 are applied o a decoder 57. Decoder 57 is
identical to decoder 55 in that it contains 19 “and” gates.
Hence, the output from each of the “and” gates in decoder
55 is applied to the input of the corresponding “and” gate
in decoder 57. The element rate of clock 14 in FIG. 1 is
applied to terminal 58 which is applied through a one-unit
delay 59 to each of the 19 “and” gates in decoder 57. The
output from each of the “and” gates in decoder 57 is ap-
plied to the corresponding one of the set of P; through
P;g counters. Certain ones of the outputs of the P; through
P,y counters along with the lines d; through d;g are ap-
plied to a decoder 60 as will be described later. Only one
of the “and” gates in decoder 57 will have a logical “1”
applied to it, hence, only one of the P; through Py
counters will count the pulse applied to terminal 58 at any
given time,

The cycle length n of each of the P, through P4 count-
ers is shown on Map. 5. Each counter has m stages where
m is greater than or equal to the logarithm to the base
of two of n. If m is greater than the logarithm to the base
2 of »n, logical feedback is required to cycle the counter
to satisfy the length n. This type of counter is a straight
forward design in which examples can be found in many
textbooks on logical circuits, Each of the m stages of
each counter produces an output which will be called a
and the inverse of that output will be called a. The super-
script of each a and « denotes the counter number and
the subscript of each ¢ and @ denotes the stage of that
particular counter. Each stage of a counter is a flip-flop,
hence, the a is taken from one side of the flip-flop, and
the @ is taken from the other side of the flip-flop for that
particular stage.

The outputs x;, xz, @; and w, from PNG x generator
56, in addition to being applied to decoder 58, are applied
to the input of a decoder 61. Decoder 61 consists of 4
“and” gates with x;, xg, @; and @, applied to these “and”
gates in accordance with Map 4 to produce the outputs

ey, es, €3 and ey. The outputs ey, e,, €3 and e4 from decoder -

61 are applied to decoder 60. Decoder 60 consists of 70
“and” gates with the output from each of the “and” gates
being applied to an “or” gate. The outpui from the “or”
gate is the output of decoder 68 and is denoted by “S.”
The inputs to decoder 60 are applied to the different
“and” gates in the decoder in accordance with the follow-
ing Map 6.

MAP 6

Zy=eya,1d;
Zy=e1a,%52dy
Zy=eyaPag’dy
Zy=eja,taytaztd,
Zs==e1015055155d;
Ze=e10,5a,8035dg
Zy==eyay7ay%asdy
Zg==eq13tydy

Ji’g £ 82{!13?;23(13

Zg=equyaytusttaydy
Zyg=em et tagtattdy,
Zap=eglty BagtuglusSdy
Zor=eqa; ¥t ¥us ¥uyl3d g
Zgg==e30,5a55u55dy
Zyg==e3a,°W° 1355
Zyg=egisPaisdd;
Zos==estybagbustady
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Zyo=e50; 5505 dy
Zyy==equ;Pas5ugbds
Zyg=eq,"a5"as"dy
Zyg==eqayTay05"dy

Zyy== ey, ¥ asa,dy
Zis=eqm, %05 as%a dy

Z =50 %1051 0y 0d 1
Zyp==eqa1 1005005 04 10d

Zo==egtybasbasPa,dy

Zgg==egtt; Va3 0ag Ve, 0,
Zog=e30,10u5 %310, 0d g
Zyy=e30,10a5'%15100, 105,
Zy=e3uy %y a5t P d
FANSRL R rRE ALY
Zyp==eqa;Pay%as a2y

AR LR UTRETRCTRLY M

~%

<

Z o= 0507 Mo M0 310, M0 4 10 Ty 040,130,130 34135
Zgg= eyt Mag bl ¥a, M5  dy g Zyg=—e,0,301%05 00,13 13

Zgr==e50115051005100, 100510 5 Zss= e, 19a51005 041055 d 5
Zige= 030,60 160, 100,160,100, ¢ Zyom= 40, 510515051504 1505 5,5
7 gg==9011605160, 180,160 16d 1 Zsnm==e40,Pa51504150,150510d 5
Zyp==e50, T a3V 1017051 d g Zsg==e4a115a915U3150,4150515d 5
Zs1==e501 Va5 T3 g "5 d 1y Zog==e401'Tas 105 a4 75 dyq
Z = e, ag\ 5105 a5V dy Zgg=e4a1170," 1030, a5 Td 1
Zyg=e4u1"a5"a3"dy Z gy —eaty anlTa, 10,705 d
Zy=eqmTagTa3dy Zgp=eqmVayTag i a5 d
Zys=equy"as"a3"dy Zeg=e4011%51803'5041%0;5"%d
Zyg==eqmayTag"dy Zgim=eqa; 8105181580, 805 18 g
Zyr=e40,"00,1%03200,10 Zgs=40t;%ay1005" 804180518 14
Zgg= 40,100, 0031% 10 Zgg=e4 18051505150, 1805"%d 1g
Zsg=e41,0a5'%03"%,1% Zgr=e40,1%051%05190419051%d
Zsg=e40,10a51%3'%,0d Zgg=e401"90519051%0,1%051%d 14
Zsy=eqtty Bag¥agt3a,3d, Zgg—=e 41129\, 1%05™0d 1
Zsy= 403051305150 1315 Zag=e4a119051%051%0, %050

The outputs from counters Py through Py, in addition
to being applied to decoder 60, are applied to a decoder
62. Decoder 62 consists of 19 “and” gates with the out-
puts from the “and” gates applied to an “or” gate. The
outputs from the counters P; through P,y are applied to
the inputs of the “and” gates in decoder 62 in accord-
ance with the following Map 7.

MAP 7
Dy=ay! Dyy=a;1td agl a1t
Do=a,2as? Dyo=1;2a5"%052a,12
Dy=a,3a3 Dyg=aBay3ast3a,13

Dy=ua,*as*as*
Dy=a,3a55a3®
Dg=u,8a55a38
Dy=ay"ay'ay"
Dg=u80,8as8a,®
Dg=a,5a;%5%,°
Dyo=0,10a,100,1%q,10

Dy a—a, 50,140,140 a5
D15=a,15a5150,15a,4 15,1
Dy=1;150,150,160, 167516
Dyr=a;Ya\Tas a Tag!t
D 1g—=a;18a5150,18a,18q518
Dyo=a;1%a,1%51%a, %519

Where the D’s represent the corresponding “and” gates
in decoder 62. The output of decoder 62 is applied
through an “and” gate 63 to PNG x generator 56. Ele-
ment pulses are applied from clock 14 to terminals 64
which are delayed two units by a delay 65 and then
applied to “and” gate 63. This “and” gate has one addi-
tional input line which is energized when the scanner
completes one scan (or generates an end of the line
signal). Thus when the selected one of the counters Py
through P,y counts through its complete cycle, and it is
coincident with an end of the line scan, voltage levels
are applied to “and” gate 63. This will allow an element
pulse from terminal 64 to be gated through this “and”
gate two units of time later. This produces a one state
shift in PNG x generator 56 to generate a new value for x.
The output from “and” gate 63 is also applied through a
terminal 66 to all of the counters P, through Pi4 to reset
them to their initial or starting positions.

The output § from decoder 64 is a logical “1” x clock
times out of every n clock times and is a logical “0”
(n-x) clock times out of every n clock times. In this
way, the selected n cycle is partitioned into two parts;
nand (n-x). S is used to steer R, and R, code words on
lines vy, y9, v5 and y, from the seven bits storage register
51 to variable resolution AD converfer 17 and reference
voltage generator 24. S is inverted by an inverter 67 to
produce S. Then 8, §, y;, ¥, v3 and y4 are all applied to
a decoder 68. Decoder 68 consists of 4 “and” gates and
two “or” gates which are connected as shown by the fol-
lowing Map 8.
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MAP 8
Line Line Word A/D RGV
8 Vi 2 va Vs b ¢ type word level
0 0 o ™ *) 0 0 Ry 1Dbit.... Full scale.
0 0 1 ™) 0 1 Ry 2bits_._ Mis.
0 1 0 () *) 1 0 Ry 3bits.__ Jufs.
0 1 1 ™ *) 1 1 Ri 4bits.__ M fs.
1 ¢ *) 0 0 0 0 Ry 1bit_... Full scale.
1 ) 0 1 0 1 R, 2Dbits.__. M 1s.
1 *) ™*) 1 0 1 0 Rz 3bits.__. U {s.
1 *) *) 1 1 1 1 Rz 4Dbits.__. M is.

*Don’t care state.

The function of the decoder 68 is to connect R;, which
is represented by the lines y; and y,, to the output lines
b and ¢, (n-x) clock pulses out of n clock pulses; and
to connect Ry, which is represented by lines y; and y4 to
the lines b and ¢, x clock times out of n clock pulses.

The digital information on lines b and ¢ control the
variable resolution AD converter 17 and reference voltage
generator 24 in accordance with the Map 8. It is obvious
that the required most significant bits from the variable
resolution AD converter can be selected in accordance
with the above mapping with “and” gates. The reference
voltage generator 24 which is a digital-to-analog converter
makes the conversion as shown in Map 8. That is,
generator 24 is a digital-to-analog converter which is
capable of producing four levels of analog voltage: full
scale, ¥4 full scale, ¥4 full scale, and ¥ full scale. These
different voltage levels are selected by the code word on
lines b and c.

The operation of the adaptive compression pseudo-
random noise processor in FIGS. 3 and 3a will now be
described by assuming a specific data output from diag-
nostic processor 28. Assume that processor 28 produces
the following outputs: R; equal to 1, R, equal to 4 and
K equal to 4. Assume that generator 56 produces an x
output equal to 1. Then lines ya, y4, Ko, K3, 7, and 7, have
a logical “1” on them and lines y,, ys, Kj, x; and x, have
a logical “0” on them. From Map 5, it can be seen that
only counter P; is selected and a logical “1” appears on
line d3. Each of the other d lines has a logical “0” on it.
From Map 4, it can be seen that line e; has a logical “1”
on it and each of the other e lines has a logical “0” on it.
Hence, from Map 6 Z; is the only “and” gate in decoder
60 which will produce a logical “1” output and it only
does this one time during the complete cycle of counter
Ps. Since counter Py has a cycle length of 4, S is a logical
“1” one time during the cycle and a logical “0” during
the other three times in the cycle. If generator 56 pro-
duces an x equal to 4, then counter P,5 is selected. Thus,
from Map 6, logical “1” is on each of the lines Zs;, Zsq,
Zs3 and Zg, one time during the 16 length cycle of counter
Py3. If generator 56 produces an x equal to 2, then
counter Py is selected. Hence, a logical “1” is on each
of the lines Z;, and Z;3; one time during the 8 length
cycle of counter Py If generator 56 produces an x equal
to 3, then counter Py, is selected. Thus a logical “1” is on
each of the lines Zyg, Zyy and Zs, one time during the 12
length cycle of counter P,y Therefore, for any value of x,
R, is applied to converter 17 and generator 24 (n-x)
times during the cycle and R, is applied to converter 17
and generator 24 x times during the cycle.

As can be readily seen from the above example the
ratio of the times that R, is applied to converter 17 and
generator 24 to the times that R, is applied to converter
17 and generator 24 remains the same for any value of K
and is not influenced by the value of ». All that v does
is to select the counter and hence the length of the cycle.

It is to be understood that the form of the invention
herein shown and described is to be taken as only one
possible embodiment of the invention. Various changes
may be made in the shapes, size and arrangement of parts.
For example, equivalent elements may be substituted for
those illustrated and described herein, parts may be re-
versed, and certain features of the invention may be
utilized independently of the use of other features, all
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without departing from the spirit or scope of the inven-
tion as defined in the following claims.

What is claimed is:

1. In a pulse code modulated communication system
of the type in which pseudo-random noise is added to the
transmitted signal prior to transmission to achieve band-
width compression, an adaptive compression pseudo-ran-
dom noise processor comprising: means receiving said
transmitted signal and responsive to any change in the
quality of said transmitted signal for changing the resolu-
tion of the transmitted signal; and means controlled by
said last mentioned means for changing the level of
pseudo-random noise added to said transmitted signal
to correspond to the nmew resolution of the transmitted
signal whereby more efficient transmission of pulse code
modulated signals are obtained.

2. In a pulse code modulated communication system
that has a certain maximum resolution for transmitting
data: means receiving said data and responsive to the
quality of said data for producing first signals indicative
of a first and a second distinct resolution of said system
whereby at least one of said distinct resolutions is less
than said certain maximum resolution; means for pro-
ducing second signals indicative of an arbitrary period;
and means responsive to the quality of said data said
first signals and said second signals for making the reso-
lution of said system equal to said first distinct resolu-
tion during a part of said arbitrary period and for mak-
ing the resolution of said system equal to said second
distinct resolution during the remainder of said period
whereby bandwidth compression is achieved.

3. In a pulse code modulated communication system
according to claim 2 wherein additional means receiving
said data, said first signals and said second signals are
provided for adding a first level of pseundo-random noise
to said transmitted data prior to encoding when it is en-
coded at said first distinct resolution and for adding a
second level of pseudo-random noise to said transmitted
data prior to encoding when it is encoded at said second
distinct resolution.

4. In a pulse code modulated communication system
of the type in which pseudo-random noise is added to
the transmitted signal prior to transmission to achieve
bandwidth compression, an adaptive compression pseudo-
random noise processor comprising: means for sampling
the data being transmitted; means responsive to said
sampled data for generating digital signals corresponding
to the quality of said sampled data; means responsive to
said digital signals for adding different levels of pseudo-
random noise corresponding to the digital signals, to the
transmitted data prior to encoding; and means responsive
to said digital signals and the combined signal of data
and pseudo-random noise for encoding the combined sig-
nal of data and pseudo-random noise in accordance with
the digital signals whereby more efficient transmission
of pulse code modulated data signals are obtained by
further reducing the required bandwidth.

5. In a pulse code modulated communication system
of the type in which pseudo-random noise is added to
the transmitted signal prior to transmission to achieve
bandwidth compression, an adaptive compression pseudo-
random noise processor comprising: means for sampling
the data being transmitted; means responsive to said
sampled data for generating R,, Ry and n digital signals
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corresponding to the quality of said sampled data where
R, and R, are different parallel digital signals and n is
and n-bit serial digital signal with its first x bits bzing
one binary value and its other (n—x) bits being the other
binary value; decoder means responsive to said Ry, Ry
and n digital signals for producing at its output the digital
signal R;, x times and for producing at its ouiput the
digital signal Ry, (n—x) times; means responsive to the
R; and R, signals at the output of said decoder means
for adding levels of pseudo-random noise corresponding
to R; and R, to the transmitted data prior to encoding;
and means responsive to the Ry and R, signals at the out-
put of said decoder means for encoding the combined
signal of data and pseudo-random noise at resolutions
corresponding to R; and R, whereby more efficient trans-
mission of pulse code modulated data signals are ob-
tained by further reducing the required bandwidth.

6. In a pulse code modulated communication system
of the type in which pseudo-random noise is added to the
transmitted signal prior to transmission to achieve band-
width compression, an adaptive compression pseudo-
random noise process comprising: means for sampling
the data being transmitted; msans responsive to said
sampled data for generating values for Ry, R; and K in
accordance with the normalized compression channel ca-
pacity equation

CAPN = R, (1——%) 4

where K=n/x; means for generating arbitrary values
for selecting a counter that has a counting cycle equal
to n; means responsive to said K and x values and the
cutputs from the stages of said selected counter for gen-
erating a logical “1” signal x times during said cycle
and for generating a logical “0” signal (n—x) times dur-
ing said cycle; decoder means responsive to said R; and
R, values and to said logical “1” and logical “0” sig-
nals for producing at the output of said decoder means
the value of Ry, x times during the n cycle and the value
R, (n-x) times during the n cycle; means responsive to
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the R; and R, signals at the output of said decoder means
for adding levels of pseudo-random noise, corresponding
to R; and Ry, to the transmitted data prior to encoding;
and means responsive to the R; and R, signals at the
output of said decoder means for encoding the combined
signal of data and pseudo-random noise at resolutions
corresponding to R; and R, whereby more efficient trans-
mission of pulse code modulated data signals are ob-
tained by further reducing the required bandwidth.

7. An adaptive compression pseudo-random noise
processor according to claim 6 wherein said means for
generating arbitrary values for x is a digital pseudo-
random noise generator.

8. An adaptive compression pseudo-random noise
processor according to claim 6 wherein said means for
adding levels of pseudo-random noise, corresponding to
R; and Ry, to the transmitted data prior to encoding in-
cludes a digital pseudo-random noise generator; a digital-
to analog converter for converting said digital pseudo-
random noise from said digital pseudo-random noise gen-
erator to an analog signal; means receiving said analog
signal for changing the amplitude of said analog signal
to levels corresponding to R; and Ry and means for
adding said analog signal levels to said transmitted data.

9. An adaptive compression pseudo-random noise
processor according to claim 6 wherein said means for
encoding the combined signal of data and pseudo-ran-
dom noise is a variable resolution analog-to-digital con~
verter.
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